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Hybrid opto-digital joint transform correlator (HODJTC) is effective for image motion measurement, but
it is different from the traditional joint transform correlator because it only has one optical transform
and the joint power spectrum is directly input into a digital processing unit to compute the image shift.
The local cross-correlation image can be directly obtained by adopting a local Fourier transform operator.
After the pixel-level location of cross-correlation peak is initially obtained, the up-sampling technique is
introduced to relocate the peak in even higher accuracy. With signal-to-noise ratio ≥ 20 dB, up-sampling
factor k ≥ 10 and the maximum image shift ≤ 60 pixels, the root-mean-square error of motion measurement
accuracy can be controlled below 0.05 pixels.
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As is widely known, the relative motion between object
and camera during the exposure time can lead to image
blurring, so does the camera jittering. Generally speak-
ing, two ways can be used to eliminate motion blur. One
is to compensate the motion or jittering through spe-
cific hardware, for example, high-speed steering mirror;
the other is to restore the blurred images using popu-
lar algorithms such as inverse filtering, Wiener filtering,
Richard-Lucy algorithm, maximum entropy, expectation-
maximization (EM) algorithm, and so on[1]. No matter
which way is used, motion measurement is important, be-
cause it is the first and necessary step for hardware com-
pensation and also helps improve the software restoration
quality. So, image motion measurement is not only a hot
topic in academic field, but also has potentials for real
applications.

Compared with other methods used for image mo-
tion measurement, optical joint transform correlation
(JTC)[2,3] has many advantages, but the most significant
one is that it can provide very high-precision result of
motion measurement in a very high speed even with a
very low signal-to-noise ratio (SNR). The input image
generated by combining two consecutive images is sent
to JTC; then, the correlation image is obtained with two
successive optical Fourier transforms. The image shift
is computed by searching the cross-correlation peak in
the correlation image. In the past years, with a deeper
understanding to JTC, its performance has been bet-
ter analyzed and improved. Ge et al. analyzed the
influences of under-exposure on JTC and proved its in-
sensitiveness to a very low SNR[4]. Li et al. used joint
wavelet transform to extract edge features from the in-
put image to eliminate the influence of noise[5]. Fielding
et al. improved the system capability of identifying
cross-correlation peaks by adopting binary transform to
the joint power spectrum (JPS) image[6]. Chen et al.
introduces discrete cosine transform (DCT)[7] and high-
pass filter[8] respectively to preprocess the JPS image

to further improve the system performance. Feng et al.
brought in amplitude-modulation method to strengthen
discrimination ability of JTC[9]; but the elimination of
power spectra of reference and object images, as pro-
posed by Alam et al.[10], can make Feng’s method better
and more stable.

Up to now, different types of JTC come up, such as
binary nonlinear JTC[11], amplitude-modulated JTC[12],
pseudo-random phase encoded JTC[13], planar integrated
JTC[14], and so on. However, the basic configuration of

Fig. 1. Traditional system scheme of JTC. SLM: spatial light
modulator.

Fig. 2. System scheme of HODJTC.
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JTC for measuring image motion, as shown in Fig. 1,
remains nearly unchanged in a long period. But a very
different configuration was proposed in 2002[15], as shown
in Fig. 2. Unlike the traditional configuration, the one in
Fig. 2 only contains one optical transform and the JPS
data are directly sent to a digital processing unit to ob-
tain the correlation image and image shift, and therefore
it is called hybrid opto-digital joint transform correlator
(HODJTC). Obviously, HODJTC is superior to tradi-
tional JTC from the viewpoint of system scheme because
it has the potential in reducing system size, weight, and
cost. However, in Ref. [15], a global discrete Fourier
transform operator is applied to the JPS data to obtain
the whole correlation image, which is believed unneces-
sary and thus there are spaces for further improvements.

The principle of JTC is given by

Ii(x, y) =fr(x, y − a)

+ fo(x + δx, y + a + δy), (1)

Ic(x, y) =fr(x, y) ⊗ fr(x, y) + fo(x, y) ⊗ fo(x, y)

+ fr ⊗ fo ∗ δ(x − δx, y − 2a − δy)

+ fo ⊗ fr ∗ δ(x + δx, y + 2a + δy), (2)

where Ii and Ic are input and correlation images, respec-
tively; x and y denote spatial coordinates in the horizon-
tal and vertical directions; fr and fo are two consecutive
images (reference and object images) with relative mo-
tion of δx and δy in two directions, and the distance
between them equals a; ⊗ and ∗ denote the correlation
and convolution operator, respectively. In Eqs. (1) and
(2), we neglect the intermediate two Fourier transforms
and only give the input and output results.

Clearly, the ideal location of cross-correlation peak
(IPL) corresponding to the case of zero image motion
can be predicted because the arrangement of two consec-
utive images in input image is known, as Eq. (1) tells. At
the same time, the maximum image shift (MIS) between
fr and fo can be estimated to a certain extent as well.
So, with the JPS data obtained through the optical setup
shown in Fig. 2, an improved digital processing proce-
dure containing two steps can be described as follows.

Step 1:

F (u, v) = DFTwindow1(f)

= Wu
window1 × f × W v

window1, (3)

where the dimension of window1 is MIS×MIS;
Step 2:

F (u, v) = DFTwindow2(f)

= Wu
window2 × f × W v

window2, (4)

where the initial dimension of window2 is 3×3, but its
real dimension equals 3k×3k.

In Eqs. (3) and (4), f is the JPS image whose di-
mension is M×N ; u and v are spatial frequencies; k
is the up-sampling factor; DFT is the discrete Fourier
transform operator and F is the correlation image com-
puted through DFT. The dimension of DFT is restricted
by the dimensions of window1 and window2, and thus

Fig. 3. General explanations of the two-step procedure de-
scribed by Eqs. (3) and (4). The general expression of
components in WM and WN can be rewritten as W u

M =
exp[i2πux/M ] and W v

N = exp[i2πvy/N ], respectively.

DFT becomes a local Fourier transform operator here, as
discussed below.

From Eqs. (3) and (4), we can see that DFT can be
represented as matrix multiplication and all parameters
in the two equations can be concretely rewritten as ma-
trices, as shown in Fig. 3, where the general expression
of the components in WM and WN is given in the cor-
responding caption. In original HODJTC, Fig. 3 is seen
as a whole and all components in the operator matrices
WM and WN , are used to obtain the entire correlation
image F , within which the cross-correlation peak is glob-
ally searched to obtain the image shift. But in fact, only
the local cross-correlation region, supposed to be A, is
of our concern. The matrix representation of DFT gives
us a powerful tool to directly obtain this local region.
As shown in Fig. 3 clearly, the sub-matrix A can be
expressed as

A =

(

1
√

M
B

)

× f ×
(

1
√

N
C

)

. (5)

According to Eq. (5), if we want to obtain the local
correlation image, partial components in WM and WN ,
denoted as B and C, are enough. Because the location
of cross-correlation peak corresponding to zero image
motion and the maximum image shift can be considered
as priors, the dimensions of A, B, and C are determin-
istic before doing the computation. In the first step, the
center of A is IPL and its dimension, corresponding to
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Fig. 4. Up-sampled image of cross-correlation peak with
different up-sampling factors k. (a) k = 1; (b) k = 2; (c) k =
10; (d) k = 50.

Fig. 5. (a) A high resolution remote sensing image (512×512)
and (b) the generated image pairs sent to HODJTC. The di-
mension of the small image is 128×128; the distance between
any pair of images in the input image is 256 pixels, and the
size of the simulated input image is 1024×768.

window1, is MIS×MIS. Therefore, the dimensions of B
and C are MIS×M and N×MIS, respectively. With the
computed local cross-correlation image by using Eq. (5),
the real cross-correlation peak (RPL) is searched within
A, but only pixel-level accuracy of motion shift determi-
nation can be obtained, as Fig. 4(a) tells. In the second
step, RPL is selected as the center of A and its initial di-
mension is quite small, for example, 3×3, corresponding
to window2. In order to obtain the local cross-correlation
data in a higher resolution, an up-sampling technique is
introduced[16]. Let k be the up-sampling factor, then the
dimensions of B and C are actually changed from 3×M
and N×3 to 3k×M and N×3k. With deterministic M
and N , the original number of components in B and C
is fixed, so certain method, such as inner-interpolation
or zero-padding, is used to obtain the additional com-
ponents. The additional components are spread along
vertical direction for B and along horizontal direction
for C. Figure 4 gives the result of up-sampling. Clearly,
the bigger the up-sampling factor is, the finer the local
cross-correlation image will be. By searching the peak in

the up-sampled image, 1/k pixel-level accuracy can be
obtained and this can greatly improve the performance
of HODJTC. Besides the improvement of measurement
accuracy, the influence of auto-correlation peak can also
be effectively avoided because the computed up-sampled
local cross-correlation image is far enough away from the
powerful auto-correlation peak.

In order to assess the performance of the method raised
above, we design the virtual HODJTC and numerical
simulations are carried out. Firstly, a series of image
pairs with relative motion in horizontal and vertical di-
rections is generated from a real high resolution image,
as displayed in Fig. 5; secondly, the image pairs are com-
bined together to be input into the virtual HODJTC;
thirdly, with the new digital processing procedure pro-
posed here, the root-mean-square (RMS) error of image
motion determination is computed, three types of analy-
sis are carried out, and the simulation results are shown
in Tables 1−3.

In Tables 1 and 2, the introduced image motion is ≤1
pixel and the influences of up-sampling factor and SNR
on RMS are provided. Clearly, with the increase of k,
the RMS value decreases; but when k is far bigger than
10, the RMS value is less than 0.045 pixels and does not
change too much. In other words, it is not necessary
to make k very big, 10 is enough for application. At
the same time, the RMS value increases with the de-
crease of SNR. With SNR within the ranges of [20 dB,
50 dB], [10 dB, 20 dB], and [5 dB, 10 dB], respectively,
the corresponding RMS gradually increases from 0.045
to 0.19 pixels, which is still acceptable[17]. So, Table 2

Table 1. RMS Error of Image Motion Measurement
with Different Up-Sampling Factors k; Simulated

Image Motion is Less than 1 Pixel

k
Horizontal Direction Vertical Direction

RMS Error (pixel) RMS Error(pixel)

10 0.041 0.044

20 0.032 0.037

40 0.031 0.036

50 0.030 0.033

80 0.031 0.036

100 0.031 0.036

Table 2. RMS Error of Image Motion Measurement
with Different SNRs; the Input Image is Added

Gaussian Noise to Simulate Different Requirements
of SNR; Simulated Image Motion is Less than 1

Pixel

SNR Horizontal Direction Vertical Direction

(dB) RMS Error (pixel) RMS Error(pixel)

50 0.036 0.029

40 0.036 0.029

30 0.037 0.031

20 0.041 0.041

10 0.130 0.132

5 0.180 0.189
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Table 3. RMS Error of Image Motion Measurement
with Different Ranges of Image Motion;

Up-Sampling Factor k = 10 and SNR = 20 dB

Range of Image Motion RMS Error in Horizontal

(pixel) or Vertical Direction (pixel)

1−10 0.018

10−20 0.032

20−30 0.036

30−40 0.045

40−50 0.057

50−60 0.051

60−70 0.114

70−80 5.240

80−90 13.691

90−100 21.491

proves that the proposed method is still suitable in a very
low SNR environment. Factually, 1 pixel image motion
is not the usual case, so the motion range within which
the method is still effective is also analyzed, as shown in
Table 3. As Table 3 tells, when the range of image mo-
tion is less than 60 pixels and the SNR is bigger than 20
dB, the corresponding RMS error can be controlled be-
low 0.05 pixels and the maximum allowable image shift
can even approach 70 pixels.

In conclusion, we propose a new digital process-
ing method applied for HODJTC and demonstrate its
effectiveness with numerical evaluations. HODJTC can
simplify the system structure, and our method can even
improve its performance because the computation load is
reduced a lot and the accuracy of cross-correlation peak
computation has also been improved. However, with the
increase of up-sampling factor, the calculation load also
increases. So, there exists a tradeoff between acceptable
measurement accuracy and up-sampling factor k, which

should be further studied. At the same time, real exper-
iments should be carried out to further demonstrate the
effectiveness of the proposed method.
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